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1. INTRODUCTION

The main objective of WP5 is to develop a set of tools for steset management supported by a set
of condition indicators related to the condition and operation of critical assets in a powdihigidool
develops an innovative concept of explorations of the actions to take from an asset management
perspectiveThs will assisin the areaof the TSGand DSO asset managemeRteviously, two tools
were developed: the Tool for the characterization of #issets conditiorand theTool fordefining
condition indicators based on heterogeneous information soulMesge information about these tools
can be found respectively on deliverables D5.2 and Dbe3. offelinformationto the userabout the
currentstateof theassets from two perspectives.€lfirst perspectivésmore focused on the different
variables thatefine thedimensions of the assetvhich were analyzdtife assessment, maintenance,
and economic impact), artde other oneisbased on indicators that represensing a unique number
the differentcharacteristicobserved in the dimensionghich are defined by theirariables.

This deliverable describes the User Manual of the third Tool of Work Packageses the results
obtained from the previous tools a®uts to generate suggtions for concrete actions which are
optimized according to the observed indicators and the asset management strategy.
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2. Toolfor the definition of smart asset management strategies

2.1.SCOPE

This Tool aimgo suggest the actions to perform on the assets of a power grid according to their
condition evaluated in the previous tools developed in this work package. These suggestions are based
on a reinforcement learning algorithm that gives the user flexibilitgrmthe asset management
strategy has to be modified without changes in the Tool. Also, the actions suggested can be based on
the current conditions of the assets, but also, the Tool allows for analyzing future scenarios in the
condition of the asset thatould modify the actions suggested.

2.2.METHODOLOGY

This section describes the methodoldgllowed for developing this Tool, whose main objective is to
suggest actions to be performed according to the condition observed on the assets under study.

The Tool W start from the analysis developed imol 5.2 whichgivesthe user information about the
current situation of the assehat was selected. In the context of thedl 5.3this analysiss called
OREFERENCE SCENARMO 5.3 offers two optiaof anaysis:

1 Option 1. Use of th&eference Scenaffior suggesting actions for asset managenishort
term perspective of analysis)

9 Option 2. Use of thReference Scenadndits possible futur scenarios for suggestj actions
for asset nanagemen(longterm perspective of analysis)

The following diagram shows the main elements of the methodology followed for the first option.

Tool 5.1 for the characterization Tool 5.2 for the definition of
of the condition of assets Conditiog indicators

——
o

~— ///
Reference Scenario

A 4

Reinforcement learning approach
Actions
Environment or transitions
Rewards
Q-Learning algorithm

[ Actions suggested }

HGUREL B EMENTS OF THE METHODOLOGY USED INIOPTION

Oncethe analysis othe set ofinterestingassetsfor the user is finished, it configures the reference
scenario that Tool 5.3 usas the starting point. The values of the indicators are converted into labels
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according ¢ the followingcriterion. Label L (Low) covers thatérval of values [0, R5], label M
(Medium) covers the interval (0.25, Q.&8hdlabel H (High) covers the interval (0.5,Ttle humber of
labels and/or their ranges can be changeatedired

The reference scenario consist 1 to 4 dimensions, and each assed & irdicata definedfor each
dimension andhus, there isa label for each indicator. The Tool has been develbpeithg in mindh

basic reference scenario with three dimensions (life assessment, maintenance strategy, and economic
impact) whereeach assetasthree labels.

The next step is to select the action according to the labels of the asset. The selection of the action is
obtained from a @natrix resulting from a previous execution of a reinforcement learning algorithm
(Qlearning) which Wlibe described lateThe Qmatrix is made up of all the possible combinations of
three labels placed in its rows, and suggested actions in its columtins.intersection of each row and
column, there is aumericvalue called @alue. The action selext will be the one with the highest Q

value in a row.

The methodology of option 2 is similar lextendsto future scenariosThere are six separate scenarios,
each spanning five yeaifhese scenarios are created from the reference scenario using a ldidoitec
parameter selection methodonfiguration files that allow for the definition of the interval of values of
some variableareusedbythe Montecarlo methodOnce the scenarios are createdch onds treated

as indicated for the reference scenaribeText figure shows the elements and flow of information of
this second option of the methodology.

o Montecarlo
. Reference Montecarlo S 1 to 6 Scenarios . m—
. Scenario EEEEEEEENEEEEEEEEEEN] . .
separated 5 years
)
Tool 5.1 for the characterization Tool 5.1 for the characterization Tool 5.1 for the characterization
of the condition of assets of the condition of assets of the condition of assets
Tool 5.2 for the definition of Tool 5.2 for the definition of [ Tool 5.2 for the definition of ]
condition indicators condition indicators condition indicators
Tool 5.3 for the definition of Tool 5.3 for the definition of [ Tool 5.3 for the definition of ]
smart AM strategies smart AM strategies smart AM strategies
Actions suggested for the Actions suggested for the Actions suggested for the
short term long term long term
[ Integration of smart asset management strategies J

HGURR. HEEMENTS OF THE METHODOLOGY USED INDPTION
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Once the suggested actioase collected from running the future and reference scenarios, they are
combined using a majority vote criteria in a unique suggestion.

2.3 Notes about reinforcement learning

Reinforcement Learnin@RL) is a machine learning technique that enables an ageeério ih an
interactive environment by trial and error using feedback from its own actions and experiences.

According to [1],einforcement learning is learning what toddowto map situations to actions so

as to maximize a numerical reward signal. &amkr is not told which actions take but must discover
whichones yield the most reward by trying them.the mostexcting and challenging cases, actions
may dfect not only the immediateeward but also the next situation andecause of thisall
subsequent rewards. These tvebaracteristics trial-and-error search and delayed rewarére the
two most importantdistinguishing features of reinforcement learning.

The fundamentakelementsthat configure arRL problem are:

1 Environment Physical world in whHicanagent operates

Statet Current situation of the agent

Rewardt Feedback from the environment

Policyt Method to mapagen@3 state to actions

Valuet Future reward that an agent would receive by taking action in a particatar st
Goalt Objective desired

=A =4 =4 -4 4

The figure below illustrates the actioeward feedback loop of a generic RL model

’J Agent ||
state reward action

Sr. Rr Ar
R}H—l ("

S.. | Environment ]4

\.

HGURB. BASIC ELEMENTS OF REINFORCEMENT LEARNING

An agent is in an environment and in a stateeferencetime t(S). The agent can perform an action

in the environment (A and as a consequence of this, the state changas.tard at the same time,

a reward is obtained:R This reward could be positive or negative. Negative means the effect is not
desired, and positive means the effect is desired. The agent wants to get the highest possible value of
cumulative rewards, and it will try to prevent actions causing a negativard (penalization). In
essence, positive values guide the agent through actions that can contribute to reaching the Goal, and
negative values deviate the agent from the way to reach the Goal.

One of the main advantages of this method is that it doésagire historical information for learning,
in contrastto other machine learning approaches. In the context of the ATTEST project and the Tool to
be developed, reinforcement learning has been considaseth appropriate method to associate the
condition of the assets with actions to be taken. Also, the algorithm is estimated to be very flexible to
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easily adapt of new asset management strategies. The alternative to the use of RL could be the
association of rules previously defined connecting condit@nthe assets and actions, but any
modification in the strategy of the company should involve a rewriting of these rules.

There are a lot of different ways/algorithms to implement the ideas of reinforcement learning in the
machine learning area. Howevar this Tool, one of the more straightforward and popular algorithms
was selected: th@-learningalgorithm.

Qlearning is a moddtee reinforcement learning algorithosedto learn the value of an action in a
particular state. It does not require a model of the environment (hamcelelreeg), and it can handle
problems with stochastic transitions and rewards without requiring adaptatiplesarning seeks to
find the bestaction to takegiven the current state. Is considered ofpolicy because the-fgarning
function learns from actions that are outside the current pologh agaking random actions, and
therefore a policy isot needed. More specifically -l€arningseeks to learn a policy that maximizes
the total reward.These principles fit well with the objectives found by the Tool.

Qlearning is a very popular algorithm, and detailed information about it can be found in many scientific
publications, for exampl@ reference [1].

The Qlearning algorithm halseen implemented througfollowing steps:

Definition of possible actions to do in the assets from an asset management point of view
Valid transitions from a state of the asset (condition) to osit&tes (or conditions)

Definition of rewards guiding the process of learning

Definition of the Goal to reach

According to these definitionat reference time, the asset caassumeone of thestatesL, M or H for
each dimension. All combinations of théesieels are possibléntotal, there are27 possible states.

The list of actions used in the Tethe following:

1. Replacement

2.Keep the current maintenance

3. Advance maintenance. Thigansshorteningthe current maintenance cycle

4. Delay Mairgnance. Thimeans delaying the current maintenance cycle

5.Inspect current external aspeQualifythe external aspect of the asset

6. Increase its use rate (More energy, more operatiohisg mcrease or de@ase of uséepends
on network conditiongHowever, this can mean that this asset isdverloaded or not
7.Decrease its use rate (Less enefgweroperations)

8. Puton standby Thisis not a typical action, but it coudsh option in some cases

9. Add a redundanasset (backup)rhisis not a typical action, but it could exist
10.RelocationChange locatiarThis is done ofteto subject aging assets to redusteess in order
to prolong their lifetime.

11. Recycle (when subcomponents are in good condition btitgnod enough for the tasks
assigned) Dismounting the asset and réngit

12.Digitalization of the asset (soft sensor8gdition of sensors for measuring some observable
characteristigs not very often

13.Revitalization A largescale maintenance opdian in an attempt to prolong the lifetime of
the asset.
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The Goal defined is to reach level L in all the daoes but other subgoals nednig are permitted

The transitions allowed are defined for all the dimensions and all the states. An exarnisiéypkt of
definition for the life assessment dimensismgiven by Figure 4.

LA State t+1 State t State t+1 State t State t+1
State t LA Action LA Action LA Action
H 1 [Replacement M 1 [Replacement L 1 |Replacement
Keep the current Keep the curent Keep the current
H 2 maintenance M 2 maintenance L 2 maintenance
Shorten the Shorten the Shorten the
H 3 maintenance cycle M 3 maintenance cycle L 3 maintenance cycle
Tengthen the Tengthen the Tengthen the
H 4 maintenance cycle M 4 maintenance cycle L 4 maintenance cycle
Tspect current Thspect current TRspect current
H 5 exteral aspect M 5 exteral aspect L 5 external aspect
Tncrease ts se ratd Thcrease s use rarg Tncrease Tt use rarg
(More energy, more (More energy, more (More energy, more
H 6 operations.) M 6 operations ) L 6 operations )
Decrease 1ts use ) Decrease 15 use rat) Decrease 1t use ra
(More energy, more (More energy, more (More energy, more
H 7 operations.) M 7 operations ) L 7 operations )
H 8 Putin standby M 8 Putin standby L 8 Putin standby
Add a redundant [Add a redundant [Adda redundant
H asset (backup) M 9 asset (backup) L 9 [asset (backup)
H 10 Relocation M 10 Relocation L 10 Relocation
Recycle (when Recycle hen Recycle when
subcomponents are subcomponents are subcomponents are
in good conditions in good conditions
but not enoughfor lbut not enough for but not enough for
H 11 [the tasks assigned) M 11 the tasks assigned) L 11 the tasks assigned)
e oThe
H 12 asset (soft sensors), M 12 asset (soft sensors) L 12 asset (sott sensors)

HGURHE. EXAMPLE OF TRANSITIONS BETWEEN STATES HNIT AND T

The green color is used for permitted transition from a State in t to another state iRed is used for
forbidden transitions.

Detailed information about the transitionsised can be found in the excel file called:
0Q_learning_approactwhichis part of thesoftwarethat aredelivered with this Tool.

Finally, the rewards were defined ugivalues betweerl000 for hard penalization and 1M€or the
maximum reward giverThe values can also be found in the file cafil®@dlearning_approa¢h @

After training, the Q.matrix is used in Tool 5.3 for suggesfiastions according to the conditimf
the assets.

An example of @natrixis shown in Figure 5.

Recycle (when
subcomponent|
s are in good

Increase its us|Decrease its conditions but
Keep the Shorten the Lengthen the rate. (More use rate. (More| Add a not enough for |Digitalization of
current maintenance [maintenance |Inspectcurrentlenergy, more |energy, more redundant the tasks the asset (soft

Q_TABLE Replacement |maintenance [cycle cycle external asp p \) ) |Putin standby [asset R ion i sensors)
States LA MS EI 1 2 3 4 5 6 7 8 9 10 11 12

H [H 2022,44 -6,79 59,42 -13,90 5,95 -29,41 33,83 -4,19 9,38 -7,74 -25,19 -14,2]
H|H [M 1700,15 -41,89 129,18 -51,94 -19,94 -33,04 84,14 -20,17 -4,44 -32,29 -38,37 -49,44
H [H |L 1691,11 -16,76 35,43 -15,8Q -29,87 -20,86 4,93 -12,44 -35,44 -16,84 -23,53 -17,71
H M |H 2017,14 -19,09 76,79 -29,04 -5,67 -28,45 29,64 -7,90 -26,71 -12,69 -28,71 -12,91
H (M M 1704,32 -27,24 49,03 -5,12 -39,53 -32,81 138,93 -39,79 -33,31 -14,19 4,53 -27,13
H M [L 1662,9 -19,49 -16,34 -9,15 -43,84 -40,3] 27,04 -20,19 -43,94 -46,3§ -36,23 -39,3(
H L |H 1997,31 -2,3] 95,25 -27,03 -1,16 -27,56 66,57 -35,7§ -6,43 -10,76 -3,54 -15,49
HI|L [M 1657,9 -26,85 105,69 -23,33 -16,99 -58,75 34,44 -29,43 -35,87 -14,69 -16,71 -37,53
H [L L 1652,6! -9,03 46,99 -41,8§ -33,31 -20,13 116,5(Q -25,83 -20,84 -11,04 -8,86 -12,39
M |H |H 1920,39 66,00 44,24 33,6Q 153,29 21,14 139,14 118,13 91,65 89,49 132,44 80,21
M [H M 114,4Q 108,3( 205,71 68,74 78,21 35,41 104,67 1855,04 82,64 160,44 99,34 62,87
M |H [L 61,69 122,59 83,64 -6,29 97,81 42,01 98,69 151,44 21,80 113,44 57,72 1797,71
M [M |H 121,93 106,07 38,33 69,54 1508, 79 19,57 86,52 110,37 110,76 107,03 68,24 62,13
M M [M 129,41 27,23 158,49 36,50 163,59 41,89 73,27 55,67 51,64 123,70 165,37 1766,6
M M L 110,15 132,74 105,91 32,39 126,11 49,43 66,89 88,74 65,89 1844,14 48,34 104,91
M [L |H 142,01 50,84 1854,99 42,31 72,1Q 25,14 138,09 174,44 40,87 151,71 44,74 77,80
ML [M 25,39 92,04 132,51 31,64 77,58 81,43 2018,74 50,9 105,15 138,98 134,63 84,44
M [L L 115,25 2402,36 192,30 67,17 90,47 59,33 113,10 136,29 147,11 254,11 125,7 175,25
L |[H |H 182,74 1444,74 80,04 9,06 63,64 46,10 93,57 91,19 75,5 66,54 111,14 93,24
L [H M 46,84 1784,0: 57,23 70,71 76,74 17,24 149,10 55,09 60,81 102,81 45,89 84,27
L |H L 135,99 1849,74 13,5 29,29 47,9 19,91 127,49 30,5 74,50 68,74 56,04 67,81
L (M |H 109,5§ 1761,84 48,64 60,19 61,27 1,19 79,94 88,99 71,69 57,0q 119,61 138,2¢
L M [M 9,70 1784,38 56,24 65,33 61,11 72,95 208,80 58,71 99,14 66,19 104,54 41,47
L (M |L 60,79 1879,6: 67,72 35,24 110,51 32,39 83,87 56,07 148,74 76,64 107,04 113,0¢
L L |H 129,13 1801,79 117,81 29,59 122,41 37,77 53,04 69,09 115,04 63,64 110,36 83,26
L |L [M 41,57 1721,03 43,64 41,99 47,29 10,84 147,24 86,19 45,14 41,81 148,61 34,45
L L L 62,79 2179,64 118,30 16,8( 120,10 13,21 159,97 130,26 58,97 126,61 55,8( 92,54

HGURB. EXAMPLE OB-MATRIX RESULTING FROM THE LEARNING PROCESS
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3. The primary interface of the Tool

Thissection describethe main interface of Tool 5.3 presented to the user when it is started, see Figure
6. This interfaceontainsthe two main options of analysis of tfisol. If the user is only interested in

the actions suggested for the current conditions of the assefsrénce scenarjpthe buttondRun

Action Tookshas to be clicked. After that, an auxiliary window, see Figure 7, is presented to introduce
the path to the file where the reference scenario is located.

If the user wants to run the optiaRun Action Tosd(9) with multiple future scenarigdiles for futures
scenariognust first be created. After that, the actions suggesisgigenerated following the same
procedure described for theeference scenaridn the interfaceshown inFigure 6a configuration file
nameis requiredas input that can be selected and loaded usinghtiigon dLoad File&(1). This file
contains the configuration of thdata indicators from thelool relatedto deliverableD5.3. The
Montecarlo procedure also needsother configuration file that is included within the source. This file
containsthe main parameters for the generation of the future scenafibs. present version of the
Tool uses thdile nameddConfigurationFile.cgvandthe user can modifit in order to adjust theway
future scenariosare obtained In the interfaceshown inFigure 6§the user can select the Scenario
numberto be generated 5, 10, 15, 20, 25, and 30 years after the reference scandribe type of
assets to include in the analyddy default, all the assets are considered. The prdoegenerding
future scenarioss described in the next section.

| g—
|m JWP 5.3 Tools - m

ATTEST

Select Config File !
Load File

Select Number of Scenario Name of Assets:

p 3
5

Clear 2 Save Setting

Generate Result 7 Show Result
Run Tools 5.2

Run Action Tools

HGURE. MAIN WINDOW OFOOL5.3
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The bottom part of Figure 6 presents the actions that the usetataafter the previous information
has beerfilled out There are four buttonavailable

1 Clear- This option cleathe selection done

1 Save SettingThis option sawthe selection done

1 Generate results This garts the process that generates the results with the configuration
selected.

1 Show results This tarts the local server and shows the corresponding dashboards.

Once the scenarios have been generated, the user must clickdzé (R2ny/Todls 52 laffeRnhis

Ad R2YyS: (KS dzia SRiInAdmnToddfAyOR {IKS HAAITR2HG SR | OGA 2
for this future scenario. When all the future scenarios have been generated and their corresponding
actions issued, the user must click on the butipenerate resultsin order to integrate all the actions

suggested for each asseind eachfuture scenario in a uniquguggestion of action to take that will

result from a strategy ofmajority vote of the options availabfer the asset in each considered future

scenario

To generateand displaythe resultsover one scenario using th&ool displayed in Figure the next
stepshave to be followed

1. Clickthe dLoadFile (1)¢ button and select the .csv filthat contains theassetindicators
generated from to05.2.

2. Clickthe 6Generate Result @putton to make the .html documenthat shows theactions
suggested by th&ool for each asset.

3. Click thedShow Result (putton to open the .htmfile on the browser.

The same proceslsut for many scenariggan be dondy selecting a foldewith all the .csinstead of
only one filen step 1.

B 'WP 5.3 Tools )

ATTEST Action Finder Tool

Select CSV File

1 Load File

Clear Save Setting

Generate Result Show Result
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FHGURE. AUXILIARY WINDOW @BOL5.3

4. Generation of future scenarios

Future scenarios are built using treference scenarias the basis of their creatiohe Reference
scenarias the most updated real information available for the variables that describe the dimensions
of the assets. The variables and dimensaresdefined and describdd detail in deliverable D5.1 of

the ATTEST project.

The generation of future scenarios uses the values of some variables used in the reference scenario for
obtaining new values expected in the future according to a predefined law of change. The file
d 2y FA3dzNI indluBlegaCsit bfGam€s idvariables that can be estimated in the future. Each
variable includes an interval of possible values and a law of change expected. A Montecarlo method [2]
is used for the final obtention of the values of these variables.

ConfigurationFileThis file contains 3 columns Varibles, Function and Factor.

1 Varibles: This columns include asset of name of variables that can be estimated in the future.

9 Function: this column contains a law of change expected method for example this menthod
can be linar, exponentioinal or incremental.

1 Factor: This column contains the values by which a variable value is changing. For Example, A
Cost_failure is changing linearly by factor 1.1.

| A B C
1 |variables function factor
2 cost_failurlinear 1.4
3 |cost_failurlinear 1.06
4 |customerslinear 1.3
5 |external_clinear 1.15
6 H1_Cost_ linear il
7 'H1_Transilinear 1.2
8 |H1_age_ycdincrement 5
9 |H1_Clientslinear 1.03
10 |H1_fail_pr exponenti -0.04
11 |H2_ Cost_ linear 1.06
12 |H2_ Custo linear 1.3
13 |H2_critica linear 1.05
14

H2_ENS _irlinear 1.04
The future scenarios are createdth a separation ofive yearssix beinghe maximum number of
future scenarioshat canbe generatel.

Thedatageneration fora future scenarias savedn a & .cs\« file, andit hasa similar format to that
used asaninput for tool 5.2 described in the deliverable D5.3. flle&s name is the same #se one
usedfor the reference scenario, but adding at the end of the nameyttadificationd 5¢, & 1C¢, and
so on indicatingthe number of years passed after the reflece scenarid-igure &hows an example
of data generated frorthe reference saeario.
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HGURE. EXAMPLE OF DATA USED FOR THE REFERENCE SCENARIEARNEIUAURE SCENARIO

Once ach new future scenario and its correspondihgs\ file is generated Tool 5.2 is run in order

to obtain the condition indicators for each dimension under which the assets are considered. For
example, it is possible to obtain the condition indicatorgte reference scenario and the next 5 and

10 years after the referemrcscenario, as shown in FigureAgo, all the functionality described in the
deliverable D5.3 for Tool 5.2 is available here for anydsitenario, as shown in Figure 10

HGURB. EXAMPLES OF CONDITION INDICATORS FOR DIFFERENT SCENARIOS
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