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H I G H L I G H T S  

• Distributed bidding strategy for aggregators of multi-energy systems in electricity, gas, and carbon markets. 
• Distributed approach based on the alternating direction method of multipliers. 
• The strategy computes multi-energy and network-secure bids from the electricity, gas, and heat operators’ perspectives.  
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A B S T R A C T   

The increasing replacement of conventional generators by variable renewable energy sources is reducing the 
flexibility of the power system, and consequently reducing its reliability indexes. To compensate for this 
reduction of flexibility, market participation of aggregators of multi-energy systems has been proposed in the 
literature. Under this scope, this paper presents a network-secure bidding optimization strategy to assist 
aggregators of multi-energy systems calculating electricity (energy and reserve), gas and carbon bids, considering 
multi-energy network constraints. This strategy is a distributed approach based on the alternating direction 
method of multipliers, where the aggregator collaborates with the operators of electricity, gas and heat networks 
to calculate network-secure bids. The proposed strategy is benchmarked against two other approaches. The 
results show that the newly developed strategy computes multi-energy and network-secure bids with execution 
times that suit the timelines of the electricity, gas, and carbon markets. The joint optimization of multi-energy 
systems reduced the aggregator’s costs by 89% compared to a single energy-vector approach. Furthermore, 
two sensibility studies were also performed. The first study revealed that in the presence of slow ramp-rate 
resources (e.g. combined heat and power systems), aggregator’s costs can decrease up to 87% when consid
ering slower response times to the secondary reserve signal. In the second study, it was observed that the bidding 
behavior of the aggregator only starts changing significantly with carbon prices higher than 200€/tCO2.   

1. Introduction 

1.1. Motivation and aim 

To achieve the goal of the Paris Agreement of keeping the rise of 
global temperature lower than 2 ◦C [1], the European Union (EU) has set 
its own goals to reduce CO2 emissions by at least 55% by 2030 [2]. The 
measures to adopt are mainly focused on the integration of renewable 
energy sources (RES), energy efficiency and the implementation of an 
EU emission trading system (ETS), generally known as the EU carbon 
market. The EU ETS is seen as “the cornerstone of the Union’s climate 

policy” and it is the main instrument to achieve the emissions reduction 
target [3]. It is currently in its 4th phase which, compared to the pre
vious phases, will be more demanding to participants as they will have 
more pressure to reduce emissions. 

On the other hand, the decarbonization of the energy system by using 
RES has been ongoing for several years. Despite the benefits they bring, 
it is now proven that they are increasing the uncertainty and may 
jeopardizing the secure operation of the energy system due to their 
variability. To counteract this, new strategies are being developed like 
using prosumers’ flexibility through demand response programs that are 
managed by aggregators or using multi-energy systems as they can 
provide more flexibility due to the possibility to optimize different 
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energy networks or energy sources. However, these new measures and 
strategies also pose new challenges to aggregators and network opera
tors related to network technical problems, data privacy, independence 
of roles and computational complexity. 

Following this motivation, we propose an approach that addresses 
the new challenges identified in this section and fills the gaps found in 
the literature, as exposed in section 1.2. 

1.2. Literature review 

To study the benefits of multi-energy systems, some works consid
ered the operational interactions and constraints between different 
distributed multi-energy resources (DMER) and networks. These works 
usually consider a combination of electricity, gas and heat networks. In 

[4–6], the constraints between electricity and gas networks were 
considered, in [7–9] between the electricity and heat networks and in 
[10–12] between the electricity, gas and heat networks. In these works, 
different optimization models to minimize operating costs or to improve 
the integration of RES, like wind, were developed. 

All these works have one complex problem to solve which is related 
to the non-linear nature of modelling electricity, gas and heat networks. 
By performing a global optimization where the constraints of different 
resources, participants and networks are all considered together in the 
same problem, this may become very complex and difficult to solve. To 
counteract this, different strategies can be employed including the 
linearization of the individual networks or by developing new integrated 
models that can deal with the non-linear constraints. The linearization of 
the electricity networks is usually done by using a linear power flow 

Nomenclature 

Indices and sets 
d ∈ {E,G,H} Energy vectors (E: electricity, G: gas, H: heat) 
j ∈ J Clients 
Jn⊂J Clients per bus n 
k ADMM iteration 
m,n,i ∈ NE,NG,NH Buses/nodes of electricity, gas, and heat networks 
(m, n), (j, i) ∈ BE,BG,BH Lines/pipelines from bus m to bus n for 

electricity, gas, and heat networks 
s ∈ {E,U,D} Energy scenarios (En: energy, U: upward, D: 

downward) 
t,y ∈ T Time intervals 
v ∈ {E,G,C} Markets (E: electricity, C: carbon, G: gas) 

Superscripts 
Abs Absolute tolerance 
Amb Ambient temperature of pipelines’ surrounding 
AGC Automatic generation control 
B Electricity reserve band bid 
C Carbon market 
CFA Free allowances of carbon market 
CHP Combined heat and power 
CO2 Carbon dioxide 
D Downward reserve 
DA Day-ahead 
DH District heating 
Dual Dual residual 
E Electricity 
EH Heat pump 
En Energy 
End End of pipeline 
F Power flow 
G Gas 
H Heat 
IL Inflexible load 
In Input flow 
O Outdoor temperature 
Ot Outlet temperature 
Out Output flow 
Primal Primal residual 
PV Photovoltaic system 
S Supply temperature 
Start Start of pipeline 
Sto Storage system 
U Upward reserve 
+,– Charging, discharging of electric storage systems or 

positive, negative 

–, _ Maximum, minimum 
∧ DSOs replicated values 

Parameters 
c Factor to convert kWh to m3/h 
CP Specific heat of water (kWh/oC) 
FA Free allowances (tCO2) 
h Heat transfer coefficient (W/◦C) 
k Coefficient of pressure loss in water pipelines 
K Value of gas well coefficient 
L Length of the pipeline (m) 
r Resistance of power lines (p.u.) 
R Resistance of thermal buildings (oC/kW) 
SB Base power (kVA) 
x Reactance of power lines (p.u.) 
Δt Length of the time interval t (h) 
λ Price (€/kWh, €/kW or €/tCO2) 
ϕ Ratio 
ϑ Heat gains and losses not modeled explicitly (◦C)
β Thermal constant 
η Efficiency/coefficient of performance 
ρ Penalty of the augmented Lagrangian (€/kW2) 
α Parameter that converts kWh of natural gas to tonnes of 

CO2 
μ Parameter of response of CHPs 
∊ Residual tolerance 

Variables 
A Number of allowances (tCO2) 
b Binary variable 
D Downward band bid (kW) 
E Energy bid (kWh) 
l Square of the current magnitude (p.u.) 
m Mass flow of pipelines (kg/s) 
mq Mass flows of heat loads and generators (kg/s) 
p Pressure (gas: bar, heat: Pa) 
P Power (kW) 
q Gas flows (m3/h) 
Q Reactive power (p.u.) 
SOC State-of-charge (kWh) 
U Upward band bid power (kW) 
v Square of the voltage magnitude (p.u.) 
X Internal variables of the aggregator problem 
Y Internal variables of the energy DSO problem 
θ Temperature (◦C) 
φ Auxiliary binary variable 
π Dual variables of the augmented Lagrangian (€/kW)  
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[4,6]. The linearization of the gas network can be done in different ways 
and in [4] was proposed a sequential linearization method, in [5] a 
sequential second-order cone programming linear approximation, in [6] 
an interval-based non-linear optimization and also in [13] a piece-wise 
linearization. The linearization of the district heating network can be 
done by considering different strategies like constant flow-variable 
temperature [9] or variable flow-constant temperature [14]. Concern
ing integrated models, it is often used an iterative Newton–Raphson 
method to solve the non-linear network problems [7,10–11] or other 
iterative [8] and genetic algorithms [12]. Nonetheless, this may not 
assure an optimal or feasible operation of the networks due to lineari
zations or inner approximations. For example, in the case of power 
systems, infeasible physical solutions may be generated in scenarios of 
low voltage as seen in [15,16]. 

To consider prosumers’ flexibility and their participation in energy 
markets, the concept of an aggregator was created. The main purpose of 
aggregators is to optimize their clients’ portfolio and participate in en
ergy markets using bidding strategies. There is a diversified range of 
bidding strategies present in the literature. Some works developed 
deterministic models [17,18] while other developed stochastic models 
[19,20]; some developed models to participate solely in electrical en
ergy markets [21] while others also considered secondary [18,19,22], 
tertiary [20] or other reserve markets [23,24]. Even though multiple 
studies oriented to multi-energy systems were performed, most of the 
existing publications focus on the technical operation of resources and 
energy networks and few studies were found that developed bidding 
models for multi-energy aggregators to participate in multi-energy 
markets. In [25–27], different models considering the capability to 
control multi-energy resources and the participation in electricity and 
gas markets were developed. In [28], a framework for a multi-energy 
virtual power plant to participate in electricity (energy and reserve) 
and hydrogen markets was developed. Nonetheless, the models in 
[25–27] did not consider the reserve markets, which may be the most 
profitable market for the multi-energy systems, and in [28] the gas 
market was not addressed. Furthermore, no studies were found in the 
literature that considered the participation of aggregators in carbon 
markets. 

The bidding models presented in [17–21,25–27] are network-free 
since they do not consider the distribution network constraints in the 
calculation of the bids. These bidding models may compute network- 
infeasible bids in scenarios of high DMER integration [22,23], which 
might increase the cost of operating distribution networks since distri
bution system operators (DSO) may need to acquire services to solve 
possible voltage and congestion problems. Furthermore, the DSO may 
have to curtail aggregator’s bids and its services are not delivered. In this 
scenario, the aggregator is penalized with fines or even forbidden to 
participate in the markets. 

To increase the observability over distribution networks and coun
teract the network problems, several works developed centralized 
[24,28,29] and distributed strategies [22,23] to compute electricity 
network-secure bids. Centralized models solve the bidding and network 
problems together by using electricity DSO’s network data. Under this 
scenario, the data privacy of the electricity DSO is not preserved. On the 
other hand, distributed strategies can solve the bidding and network 
problems separately. The model developed in [22] uses the alternating 
direction method of multipliers (ADMM) to compute network-secure 
bids in a distributed manner and preserve the data privacy of aggre
gators and the DSO. This approach also reduces the complexity of 
solving a large-scale problem by dividing it into smaller and less com
plex problems. 

According to the gaps identified in this section, an integrated 
approach to support the participation of an aggregator in multi-energy 
markets (including electricity, gas and carbon markets) considering 
the non-linear constraints of electricity, gas and heat networks is still 
lacking in the literature. The following subsection describes the contri
butions of this work to fill in the identified gaps. 

1.3. Contributions and advantages of the proposed model 

This paper proposes an innovative strategy to assist an aggregator of 
multi-energy systems making optimal network-secure bidding decisions 
in several day-ahead markets. This bidding strategy minimizes the costs 
of the aggregator trading energy, gas and carbon allowances in the day- 
ahead electricity (energy and secondary reserve), gas, and carbon 
markets, while simultaneously ensures that the constraints of multi- 
energy networks (electricity, gas and heat) are not violated. The bid
ding strategy is a distributed approach based on the ADMM, where the 
aggregator interacts with the DSO of each energy vector (i.e., electricity, 
gas and heat) to compute multi-energy and network-secure bids. This 
negotiation allows the aggregator and DSOs to solve independently their 
bidding and network sub-problems, preserving the data privacy of all 
agents. 

Given the above literature review, the main contributions of our 
bidding strategy are the following:  

- It supports the participation of an aggregator of multi-energy systems 
in day-ahead electricity (energy and secondary reserve), gas, and 
carbon markets. To the best of our knowledge, this is the first work 
that addresses the participation of an aggregator in these three 
different markets;  

- It computes multi-energy (electricity, gas, and CO2) bids considering 
the constraints of electricity, gas and heat networks. This decreases 
the risk of the aggregator violating the constraints of the multi- 
energy networks in real-time, reducing consequently possible en
ergy imbalances and reserve shortages due to network violations; 

- It exploits distributed optimization (i.e. ADMM) to preserve the in
dependent roles of energy operators and the data privacy of the 
aggregator and networks’ resources. In addition, it makes possible to 
solve a large-scale problem in a time-effective manner by decom
posing the original problem into smaller sub-problems. 

In addition to the contributions described above, the following sen
sibility studies were performed:  

- The economic impact of considering different secondary reserve 
response times in the presence of resources with a slow ramp-rate 
was evaluated (e.g. combined heat and power (CHP));  

- The influence of carbon prices on the performance of the aggregator 
was evaluated. 

The effectiveness of the proposed bidding strategy was demonstrated 
in a real-world case study. 

1.4. Paper organization 

Section 2 describes the framework of the aggregator of multi-energy 
systems. Sections 3 and 4 describe the optimization sub-problems of the 
multi-energy aggregator and multi-energy DSOs. Sections 5 and 6 pre
sent the test case and the respective results. Finally, section 7 presents 
the conclusions of the work. 

2. Framework for an aggregator of multi-energy systems 

This section describes the framework for an aggregator of multi- 
energy systems. The framework includes the description of the aggre
gator’s interactions with all the energy stakeholders (i.e., prosumers, 
market and network operators), as well as the decision-support tool 
required to enable the participation of the aggregator in the electricity, 
gas, and carbon markets. 
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2.1. Interactions of the aggregator with electricity, gas, and carbon 
markets 

The aggregator of multi-energy systems participates in the day-ahead 
electricity, gas, and carbon markets of the Iberian Peninsula (Portugal 
and Spain). The electricity market includes energy and secondary 
reserve markets. The aggregator acts as a price-taker in these markets, 
by submitting demand (electricity), gas, and CO2 bids at cap-prices, and 
supply (electricity) and secondary reserve bids at floor-prices. This 
bidding behavior ensures that all the offers of the aggregator are 
accepted in the markets. 

The energy session of the electricity market is a two-sided auction, 
where demand and supply bidders trade energy in the form of bids. The 
bids indicate the quantity (MWh) and price (€/MWh). The market 
operator collects the offers of all bidders and submits them to the Eu
ropean market-clearing platform (EUPHEMIA) to be dispatched [30]. 
The EUPHEMIA clears the bids such that the social welfare is maximized 
and the power flows between the European control areas do not exceed 
the capacity of the transmission interconnectors [31]. Afterwards, the 
transmission system operator (TSO) of each control area performs 
congestion management [32] to compute viable energy schedules, 
considering only the transmission network constraints of its area. In case 
of detected transmission network problems, the TSO can use market- 
based approaches (e.g., market-splitting) or technical-based methods 
(e.g., adjusting transformer taps) to solve the problems. In short, the 
EUPHEMIA and congestion management ensure that the energy bids do 
not violate any transmission network constraint between and within the 
European control areas. 

The secondary reserve market begins after the congestion manage
ment phase. The TSO buys secondary reserve under the form of band 
(MW), taking into account the constraints of the transmission network of 
its control area [33]. Secondary reserve is remunerated under the form 
of availability (€/MW) and utilization (€/MWh). The price of band 
availability is set by the secondary reserve market, while the price of 
utilization is defined by the tertiary reserve market [21]. 

The energy session of the gas market is a daily trading auction. In this 
auction, the bidders can submit simple bids indicating the price 
(€/MWh) and daily quantity (MWh/day) of natural gas to be bought. 
The market operator gathers the bids and clears the market. The clearing 
price is calculated according to the point of intersection between the 
aggregated curves of supply and demand. Afterwards, the market agents 
inform the TSO about the quantity and direction of flow of gas to be 
deployed and the TSO validates them according to the technical con
straints of the transmission gas network [34]. 

The EU carbon market (EU ETS) enables emitters of greenhouse 
emissions to buy allowances (in tonnes of CO2) to cover their yearly 
emissions. An emission allowance gives the right to emit a tonne of CO2. 
The market is a single-round, sealed bid and uniform price auction and 
occurs three times per week. In the market, the intermediaries of the 
installations (bidders) submit offers to buy a specific number of allow
ances at a given price (€/tCO2). Some installations receive free allow
ances (calculated through benchmarking [35]), such as CHP, due to the 
heat produced as a byproduct. Nonetheless, they still need to buy 
emission allowances to cover the CO2 emitted to generate electricity. 

The chronological steps of the aggregator in the three markets are 
presented in Fig. 1, based on the current wholesale market rules. The 
first step of the aggregator is to compute the multi-energy bids, i.e., the 
electricity (energy and secondary reserve), gas, and CO2 bids. The sec
ond step of the aggregator is to submit the gas bids, before 9 h30. The 
third step is to submit the CO2 bids, before 11 h. The fourth step is to 
submit the energy bids, before 12 h. The final step is to submit the band 
bids to the secondary reserve market. This step only happens after the 
congestion management phase and the bids must be submitted before 
19 h45. 

2.2. Aggregator’s interactions with electricity, gas, and heat DSOs 

Today, the DSOs of electricity, gas, and heat do not participate 
directly in the wholesale markets as illustrated in Fig. 1. The current 
European rules do not allow the DSOs to participate, meaning that the 
network feasibility of the aggregator’s offers is not checked by the DSOs. 

In this paper, we propose that the aggregator negotiates with DSOs to 
compute multi-energy and network-secure offers, before the bids reach 
the wholesale markets. This additional step will allow the aggregator to 
fully deliver the services traded in the markets, avoiding high monetary 
fines for not delivering the services due to distribution network viola
tions. Note that such violations can disconnect DMER from the network, 
and consequently blocking the aggregator from fully delivering the 
services traded in the wholesale markets. The aggregator could end up 
being expelled from the markets due to consecutive underperformance. 
Therefore, the energy system will benefit from the adoption of this new 
framework since more services will safely reach the wholesale markets 
from the DMER located in the distribution networks, reducing the en
ergy costs and increasing the overall reliability of the energy system. 

The negotiation strategy between the aggregator and DSOs is 
described in Section 2.2.1. 

2.2.1. Multi-energy and network-secure bidding optimization strategy 
The aggregator can compute network-secure bids by solving the 

optimization model (1)–(4). The objective function (1) minimizes the 
net cost of participating in the electricity, gas and carbon markets. Let X 
be the aggregator’s internal variables and PE,PG, PH be the power 
exchanged between the aggregator and each energy-vector DSO. Eq. (2) 

is the aggregator’s constraints. Eq. (3) is the DSO’s constraints, where P̂d 

is the duplicated variables of Pd, and Yd is the internal variables of each 
DSO. Constraint (4) was added to the problem to enable the decompo
sition of the centralized problem into independent aggregator and DSOs 
sub-problems. 

min f
(
PE,PG,PH ,X

)
(1)  

h
(
PE,PG,PH ,X

)
≤ 0 (2)  

gd
(

P̂
d
, Yd
)
≤ 0,∀d ∈ {E,G,H} (3)  

Pd − P̂
d
= 0,∀d ∈ {E,G,H} (4) 

We use ADMM to decompose the problem (1)–(4) into aggregators 
and DSOs sub-problems. This decomposition enables the aggregator and 
DSOs to solve their bidding and multi-energy network sub-problems 
independently without putting at risk the data privacy of each agent. 
In addition, the decomposition of (1)–(4) makes the problem easier to 
solve since it is divided into smaller and independent aggregator and 
DSOs sub-problems. 

The bidding sub-problem of the aggregator is given by (5) and (6). 

min f
(
PE,PG,PH ,X

)
+

∑

d∈{E,G,H}

L
d
(

Pd, P̂
d,k
, πd,k

)
(5)  

h
(
PE,PG,PH ,X

)
≤ 0 (6) 

The network sub-problem of each energy DSO d is given by (7) and 
(8). 

minL
d
(

Pd,k+1, P̂
d
, πd,k

)
(7)  

g
(

P̂
d
, Yd
)
≤ 0 (8) 

Eq. (9) represents the penalty term of the augmented Lagrangian 
applied to constraint (4), where π is a vector with dual variables and ρ is 
a penalty scalar. 
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Fig. 1. Sequential steps of the aggregator in the electricity, gas, and carbon markets.  
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Fig. 2. ADMM algorithm.  
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L
d
(

Pd, P̂d , πd
)
= πdT

(
Pd − P̂d

)
+

ρ
2
‖Pd − P̂d‖

2

2 (9) 

The ADMM algorithm solves the optimization problems (5)–(6) and 
(7)–(8) iteratively until convergence is reached. The steps of each iter
ation k of the ADMM are presented in Fig. 2 and described below:  

1. The aggregator runs the optimization problem (5)–(6) and computes 

the bids by holding P̂
d,k
, πd,k constant at kth values. Values of Pd are 

obtained and communicated to the independent platform1;  
2. Each DSO runs its respective optimization problem from (7)–(8) and 

solves it by holding Pd,k+1 , πd,k constant. Values of P̂
d 

are obtained 
and communicated to the independent platform. The electricity DSO 

runs an AC optimal power flow and obtains the values of P̂
E
; the gas 

DSO runs a non-linear steady state gas flow and obtains the values of 

P̂
G 

and the heat DSO runs a non-linear heat flow and obtains the 

values of P̂
H

.  
3. An independent platform performs different actions. First, it updates 

the dual variables π using (10). Then, it checks for convergence with 
(11) and (12). If the convergence criteria are satisfied the algorithm 
stops, otherwise continues and updates ρ using a tuning strategy 
[37]. Finally, it communicates the updated dual variables and goes 
back to step 1. 

Eq. (10) updates the dual variables π. 

πd,k+1 = πd,k + ρ
(

Pd,k+1 − P̂
d,k+1)

(10) 

The stop criteria are defined by Eqs. (11) and (12), where ∊abs is the 
absolute tolerance and a is the size of the primal and dual residuals as 
they are part of Ra [37]. Eq. (11) represents the violation of constraint 
(4). Eq. (12) represents the violation of the Karush-Kuhn-Tucker sta
tionarity constraint. 

‖
(

Pd,k+1 − P̂
d,k+1)T

‖2 ≤ ∊Abs ̅̅̅
a

√
(11)  

‖ρ
(

P̂
d,k+1

− Pd,k+1
)T

‖2 ≤ ∊Abs ̅̅̅
a

√
(12) 

The network-secure bidding problem is formulated for a single 
aggregator but it can be extended to multiple aggregators without 
requiring any changes in the distributed formulation of the problem, as 
described in [22]. However, the aim of the paper is not to study the 
dynamics between multiple aggregators and DSOs, thus, and for sake of 
simplicity, it was decided to only consider a single aggregator. 

2.3. Aggregator’s interactions with prosumers 

The aggregator exploits the flexibility of the multi-energy resources 
of the prosumers through demand response programs agreed upon a 
remuneration strategy, which is outside of the scope of this work. The 
DMERs include thermal loads, PV systems, energy storage systems (ESS), 
heat pumps (HP) and CHPs connected to the district heating network. 
The thermal loads and HPs are sources of demand flexibility; ESSs are 
sources of demand and generation flexibility; PV systems and CHPs are 
sources of generation flexibility. The prosumers also have electricity, gas 
and heat inflexible loads that have to be satisfied. It is assumed that 
aggregators communicate with the prosumers through a home energy 

management system, which encompasses a set of capabilities that grants 
control over DMERs [19]. 

3. Aggregator sub-problem: Bidding optimization model 

This section presents the bidding optimization model (13)–(70) used 
by the aggregator to compute electricity (energy and secondary reserve), 
gas, and CO2 bids. In addition, the bidding model computes scenarios of 
operation for the electricity, gas and heat networks, i.e. bid delivery 
scenarios. 

3.1. Objective function 

The objective function (13) minimizes the net cost of the aggregator 
trading electricity, gas and CO2 in the day-ahead electricity (energy and 
secondary market), gas and carbon markets. The objective function (13) 
is divided into 4 terms. The first term (14) is the net cost of buying and 
selling energy and secondary reserve in the electricity markets. The 
second term (15) is the net cost of trading gas in the gas market. The 
third (16) and fourth (17) terms are the cost of buying CO2 allowances in 
the carbon market. These two terms penalize the CO2 emitted by the 
CHPs during the generation of electricity (16) and heat (17). The last 
term (18) is the penalty term of the augmented Lagrangian and penalizes 
violations in electricity, gas, and heat networks. 

min
∑

t∈T

[
∑

v∈{E,G,C}

f v
t +

∑

d∈{E,G,H}

∑

s∈{En,U,D}

∑

n∈Nd

L
d
s,n,t

]

+ f CFA (13)  

f E
t = λE

t EE
t Δt − λB

t (U
E
t +DE

t )+
(

λD,E
t ϕD

t DE
t − λU,E

t ϕU
t UE

t

)
Δt (14)  

f G
t = λG

t EG
t Δt +

(
λU,G

t ϕU
t UG

t − λD,G
t ϕD

t DG
t

)
Δt (15)  

f C
t = λCO2

∑

j∈Jn

(
PCHP,E

j,t +UCHP,E
j,t .ϕU

t − DCHP,E
j,t .ϕD

t

)
αCO2,GΔt (16)  

f CFA = λCO2.A+,CO2 (17)  

L
d
s,n,t = πd

s,n,t

(

Pd
s,n,t − P̂

d
s,n,t

)

+
ρ
2

(

Pd
s,n,t − P̂

d
s,n,t

)2

(18)  

3.2. Market constraints 

Constraint (19) defines that the secondary reserve band must be 2/3 
for upward and 1/3 for downward, according to the rules of secondary 
reserve market [19]. 

UDA
t = 2.DDA

t , ∀t ∈ T (19) 

Constraint (20) and (21) define the CO2 allowances that the aggre
gator has to buy due to the heat generated by the CHPs. 

A+,CO2 − A− ,CO2 =
∑

t∈T

∑

j∈Jn

[
(PCHP,H

j,t + UCHP,H
j,t .ϕU

t

− DCHP,H
j,t .ϕD

t

)
.αCO2,G.Δt]− FACO2 (20)  

A+,CO2,A− ,CO2 ≥ 0 (21)  

3.3. Bidding constraints 

Constraints (22) and (23) define the electricity (demand and supply) 
and gas bids. Constraints (24) and (25) define the upward and down
ward secondary reserve bids. They include the flexibility provided by 
ESSs, PV systems, HPs and CHPs. Constraints (26) and (27) define gas 
imbalances generated due to the expected activation of secondary 
reserve provided by CHPs. 

1 An independent platform, managed by an authorized third-party entity, is 
used to preserve the data privacy of the aggregator and DSOs since the platform 
communicates to the aggregator and DSOs only the information that they 
require to solve their optimization sub-problems. It is worth mentioning that 
this third-party agent/platform also has been adopted by other researchers in 
similar contexts (e.g. [45]). 
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EE
t =

∑

n∈NE

PE
n,t,∀t ∈ T (22)  

EG
t =

∑

n∈NG

PG
n,t,∀t ∈ T (23)  

UE
t =

∑

j∈Jn

(
USto

j,t +UPV
j,t +UEH

j,t +UCHP,E
j,t

)
,∀n ∈ NE, t ∈ T (24)  

DE
t =

∑

j∈Jn

(
DSto

j,t +DPV
j,t +DEH

j,t +DCHP,E
j,t

)
, ∀n ∈ NE, t ∈ T (25)  

UG
t =

∑

j∈Jn

(
UCHP,G

j,t
)
, ∀n ∈ NG, t ∈ T (26)  

DG
t =

∑

j∈Jn

(
DCHP,G

j,t
)
,∀n ∈ NG, t ∈ T (27)  

3.4. Delivery scenario constraints 

Delivery scenarios define possible exchanges of power between 
aggregators’ clients and energy networks. The DSOs use these scenarios 
to evaluate the network feasibility of aggregator’s offers. The delivery 
scenarios are divided by energy vectors. The electricity scenarios include 
the delivery of energy (28), and the activation of upward (31) and 
downward (32) secondary reserves in real-time. The gas scenarios 
include the delivery of gas (29) and the gas imbalances (33)–(34) 
generated in real-time due to the activation of secondary reserve pro
vided by CHPs. The heat scenarios include the delivery of heat (30) and 
the heat imbalances (35)–(36) generated in real-time due to the acti
vation of secondary reserve provided by CHPs. 

Constraint (28) defines the scenario of electricity delivery, which 
results from the sum of the electricity consumed by inflexible loads, HPs, 
ESSs and electricity generated by ESSs, PV systems and CHPs. 

PE
n,t =

∑

j∈Jn

(
PIL,E

j,t + PEH
j,t + P+

j,t − P−
j,t − PPV

jt − PCHP,E
j,t

)
,∀n ∈ NE, t ∈ T (28) 

Constraint (29) defines the scenario of gas delivery, which results 
from the sum of the gas consumed by the inflexible loads and CHPs 
connected to the district heating. 

PG
n,t =

∑

j∈Jn

(
PIL,G

j,t + PCHP,G
j,t

)
, ∀n ∈ NG, t ∈ T (29) 

Constraint (30) defines the scenario of heat delivery, which results 
from the sum of the heat consumed by the inflexible and flexible heating 
loads connected to the district heating and the heat generated by CHPs. 

PH
n,t =

∑

j∈Jn

(
PIL,H

j,t + PDH
j,t − PCHP,H

j,t .
)
,∀n ∈ NH , t ∈ T (30) 

Constraint (31) defines the scenario of upward band activation in 
real-time. It considers the sum of the upward flexibility of HPs, ESSs, PV 
systems and CHPs. Constraint (32) defines the scenario of downward 
band activation in real-time. It considers the sum of the downward 
flexibility of HPs, ESSs, PV systems, and CHPs. 

PU,E
n,t = PE

n,t −
∑

j∈Jn

(
UEH

j,t +USto
j,t +UPV

j,t +UCHP,E
j,t

)
,∀n ∈ NE, t ∈ T (31)  

PD,E
n,t = PE

n,t +
∑

j∈Jn

(
DEH

j,t +DSto
j,t +DPV

j,t +DCHP,E
j,t

)
, ∀n ∈ NE, t ∈ T (32) 

Constraints (33) and (34) define the scenarios of gas imbalances 
generated by the activation of upward and downward band reserves in 
real-time. The gas imbalances are defined in (26) and (27) results from 
the behavior of the CHPs. 

PU,G
n,t = PG

n,t +
∑

j∈Jn

(
UCHP,G

j,t
)
, ∀n ∈ NG, t ∈ T (33)  

PD,G
n,t = PG

n,t −
∑

j∈Jn

(
DCHP,G

j,t
)
,∀n ∈ NG, t ∈ T (34) 

Constraints (35) and (36) define the scenarios of heat imbalances 
generated by the activation of upward and downward band reserves in 
real-time. The heat imbalances result from the behavior of the district 
heating and CHPs. 

PU,H
n,t = PH

n,t −
∑

j∈Jn

(
UDH

j,t +UCHP,H
j,t

)
, ∀n ∈ NH , t ∈ T (35)  

PD,H
n,t = PH

n,t −
∑

j∈Jn

(
DDH

j,t +DCHP,H
j,t

)
, ∀n ∈ NH , t ∈ T (36)  

3.5. DMER constraints 

3.5.1. Heat pumps 
The HPs are modelled by constraints (37)–(46). Constraint (37) de

fines the minimum and maximum limits. Constraints (38)–(40) define 
the limits of the upward and downward bands. Constraints (41)–(43) 
define the temperature in each delivery scenario (energy (28), upward 
(31) and downward (32) band activations). Constraints (44)–(46) model 
the comfort levels of the occupants. 

PEH
j,t ≤ PEH

j,t ≤ PEH
j,t , ∀j ∈ J, t ∈ T (37)  

UEH
j,t ≤ PEH

j,t − PEH
j,t , ∀j ∈ J, t ∈ T (38)  

DEH
j,t ≤ PEH

j,t − PEH
j,t ,∀j ∈ J, t ∈ T (39)  

DEH
j,t ,UEH

j,t ≥ 0, ∀j ∈ J, t ∈ T (40)  

θEn
j,t+1 = βjθ

En
j,t +

(
1 − βj

)[
θO

j,t +Rj

(
ηEH

j PEH
j,t

) ]
+ ϑj,t,∀j ∈ J, t ∈ T (41)  

θU
j,t+1 = βjθ

U
j,t +

(
1 − βj

)[
θO

j,t +Rj

(
ηEH

j PEH
j,t − ηEH

j UEH
j,t

) ]
+ ϑj,t,∀j ∈ J, t ∈ T

(42)  

θD
j,t+1 = βjθ

D
j,t +

(
1 − βj

)[
θO

j,t +Rj

(
ηEH

j PEH
j,t

+ ηEH
j DEH

j,t

) ]
+ϑj,t, ∀j ∈ J, t ∈ T

(43)  

θj ≤ θEn
j,t+1 ≤ θj,∀j ∈ J, t ∈ T (44)  

θj ≤ θU
j,t+1 ≤ θj,∀j ∈ J, t ∈ T (45)  

θj ≤ θD
j,t+1 ≤ θj,∀j ∈ J, t ∈ T (46)  

3.5.2. District heating flexible loads 
The district heating flexible loads are modelled by the same con

straints of the HPs (37)–(46). However, instead of modelling the electric 

power variables 
{

PEH
j,t ,DEH

j,t ,UEH
j,t

}
, here we model the thermal variables 

{
PDH

j,t ,DDH
j,t ,UDH

j,t

}
in constraints (37)–(46). 

3.5.3. PV systems 
Constraint (47) defines the maximum power output of the PV system. 

The parameter PPV
j is the forecasted generation. Constraints (48) and 

(49) define the band limits. 

0 ≤ PPV
j,t ≤ PPV

j , ∀j ∈ J, t ∈ T (47)  
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0 ≤ UPV
j,t ≤ PPV

j − PPV
j,t ,∀j ∈ J, t ∈ T (48)  

0 ≤ DPV
j,t ≤ PPV

j,t ,∀j ∈ J, t ∈ T (49)  

3.5.4. Energy storage system constraints 
The operation of the energy storage units is defined by constraints 

(50)–(60). Constraints (50) and (51) define the state-of-charge and its 
limits. Constraints (52) and (53) set the range of the charging and dis
charging power. Constraint (54) ensures that no simultaneous charging 
and discharging occurs. Constraint (55) ensures that the state-of-charge 
at the end of the day is equal to the initial state-of-charge. 

SOCj,t+1 = SOCj,t +

(

P+
j,tη+

j −
P−

j,t

η−
j

)

Δt, ∀j ∈ J, t ∈ T (50)  

SOCj ≤ SOC
j,t+1

≤ SOCj, ∀j ∈ J, t ∈ T (51)  

0 ≤ P−
j,t ≤ b−

j,t.PSto
j , ∀j ∈ J, t ∈ T (52)  

0 ≤ P+
j,t ≤ b+

j,t.PSto
j , ∀j ∈ J, t ∈ T (53)  

b−
j,t + b+

j,t = 1, ∀j ∈ J, t ∈ T (54)  

SOCj,0 = SOCj,− 1,∀j ∈ J (55) 

Constraints (56) and (57) limit the downward and upward bands. 
Constraints (58) and (59) guarantee that the storage only supply upward 
and downward bands if the state-of-charge is within the limits. 
Constraint (60) ensures that the storage has enough capacity to charge 
after providing upward or downward reserves [22]. 

0 ≤ DSto
j,t ≤ PSto

j − P+
j,t, ∀j ∈ J, t ∈ T (56)  

0 ≤ USto
j,t ≤ PSto

j − P−
j,t,∀j ∈ J, t ∈ T (57)  

USto
j,t ,DSto

j,t ≤
SOCj − SOCj,t+1

ηjΔt
, ∀j ∈ J, t ∈ T (58)  

USto
j,t ,DSto

j,t ≤

(

SOCj,t+1 − SOCj

)

ηj

Δt
,∀j ∈ J, t ∈ T (59)  

∑

y∈Tt

(
DSto

j,y +USto
j,y

)
≤
∑

y∈Tt

⎛

⎝
PSto

j − P+
j,y − P−

j,y

2

⎞

⎠, ∀j ∈ J, t ∈ T (60)  

3.5.5. District heating CHPs 
Constraints (61)–(70) model the CHPs connected to the district 

heating. Constraint (61) sets the gas consumption range. Constraints 
(62) and (63) define the electricity and heat generated by the CHPs. 
Constraints (64)–(69) define the electricity, gas, and heat flexibilities of 
the CHPs to provide upward and downward reserve bands. 

PCHP,G
j,t ≤ PCHP,G

j,t ≤ PCHP,G
j,t ,∀j ∈ J, t ∈ T (61)  

PCHP,E
j,t = ηCHP,E

j PCHP,G
j,t , ∀j ∈ J, t ∈ T (62)  

PCHP,H
j,t = ηCHP,H

j PCHP,G
j,t ,∀j ∈ J, t ∈ T (63)  

0 ≤ UCHP,G
j,t ≤ PCHP,G

j,t − PCHP,G
j,t ,∀j ∈ J, t ∈ T (64)  

UCHP,E
j,t = ηCHP,E

j .UCHP,G
j,t ,∀j ∈ J, t ∈ T (65)  

UCHP,H
j,t = ηCHP,H

j .UCHP,G
j,t , ∀j ∈ J, t ∈ T (66)  

0 ≤ DCHP,G
j,t ≤ PCHP,G

j,t − PCHP,G
j,t ,∀j ∈ J, t ∈ T (67)  

DCHP,E
j,t = ηCHP,E

j .DCHP,G
j,t ,∀j ∈ J, t ∈ T (68)  

DCHP,H
j,t = ηCHP,H

j .DCHP,G
j,t ,∀j ∈ J, t ∈ T (69) 

CHPs have a slower response than the other electric resources and 
they are only able to provide 100% of their power within 60 s [38]. 
Constraint (70) limits the response of the CHPs to a fraction of its 
maximum power. This ensures that the CHPs can deliver the reserves 
traded in the secondary reserve market. Secondary reserve markets 
typically require full activations at fast response times (0–30 s). 

UCHP,G
j,t ,DCHP,G

j,t ≤ μCHP.PCHP,G
j,t , ∀j ∈ J, t ∈ T (70)  

4. DSO sub-problems: multi-energy flow optimization models 

In this section, we formulate the multi-energy flow models used by 
the DSOs to evaluate the network feasibility of the aggregator’s offers. 
The DSOs use the delivery scenarios computed by the aggregator to 
check if the aggregator’s offers violate or not the constraints of the multi- 
energy networks. 

The role of the DSOs in this paper is to ensure multi-energy network 
security while opening up as much network capacity as possible for the 
aggregator to bid into the markets. The minimization of the operating 
costs of the DSOs, such as network losses, is not considered since the 
operation of the system is defined by the dispatch of the wholesale 
markets. 

4.1. Time horizon and delivery scenarios 

The optimisation problem is decomposed by time-step t ∈ T and 
delivery scenarios s ∈ {E,U,D} because there are no coupling con
straints between different time-steps and delivery scenarios. In the next 
subsections, for the sake of readability, we drop the subscripts of time 
and delivery scenarios. 

4.2. Electricity DSO sub-problem 

Here, we formulate the optimization problem that the electricity 
DSO uses to evaluate the feasibility of the aggregator’s offers. 

4.2.1. Objective function 
The objective function (71) minimizes the augmented Lagrangian 

penalty terms, which penalize electricity network violations. 

min
∑

n∈NE

[

πE
n

(
PE

n − P̂
E
n

)
+

ρ
2

(
PE

n − P̂
E
n

)2
]

(71)  

4.2.2. Electricity network constraints 
The electricity network is modelled using the non-convex formula

tion of the branch flow model [36,39]. Constraints (72)–(75) are the 
branch power flow equations. Constraints (76) and (77) set the limits of 
the square of the voltage and current magnitudes. 

PF
m,n =

P̂
E
n

SB
+
∑

i:n→i
PF

n,i + rm,nl m,n,∀(m, n) ∈ LE (72)  

QF
m,n = QE

n +
∑

i:n→i
QF

n,i + xm,nl m,n, ∀(m, n) ∈ LE (73)  

vn = vm − 2
(

rm,nPF
m,n + xm,nQF

m,n

)
+
(

r2
m,n + x2

m,n

)
l m,n,∀(m, n) ∈ LE (74)  

l m,nvm = PF
m,n

2
+QF

m,n
2
,∀(m, n) ∈ LE (75) 
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vn ≤ vn ≤ vn, ∀n ∈ NE (76)  

0 ≤ l m,n ≤ l m,n,∀(m, n) ∈ LE (77)  

4.3. Gas DSO sub-problem 

Here, we formulate the optimization problem that the gas DSO uses 
to evaluate the feasibility of the aggregator’s offers. 

4.3.1. Objective function 
The objective function (78) minimizes the augmented Lagrangian 

penalty terms, which penalize gas network violations. 

min
∑

n∈NG

[

πG
n

(
PG

n − P̂
G
n

)
+

ρ
2

(
PG

n − P̂
G
n

)2
]

(78)  

4.3.2. Gas network constraints 
Constraints (79)–(80) limit gas production and nodal pressure. 

Pg
i ≤ Pg

i ≤ Pg
i ,∀i ∈ Ng (79)  

PG
n ≤ pG

i ≤ pG
i ,∀i ∈ NG (80) 

Constraint (81) models the gas balance in each node. It considers that 
the gas that flows into a node also flows out of the node [13]. The factor c 
is assumed to be 11.4 (1m3 = 11.4kWh) [40]. 

Pg
m

c
−

P̂
G
m

c
+
∑

n:m→n
qOut

m,n −
∑

n:n→m
qIn

n,m = 0, ∀m ∈ NG (81) 

Constraint (82) defines the general equation for the steady-state gas 
flow [13]. It is assumed that the mass flow is constant in space, which 
means that the gas flowing into the pipe is equal to the gas flowing out of 
the pipe. K is calculated as in [40]. 

sgn
(
qm,n
)
q2

m,n = K
[(

pG
m)

2
− (pG

n )
2
]
, ∀(m, n) ∈ BG (82)  

4.4. Heat DSO sub-problem 

Here, we formulate the optimization problem that the heat DSO uses 
to evaluate the feasibility of the aggregator’s offers. 

4.4.1. Objective function 
The objective function (83) minimizes the augmented Lagrangian 

penalty terms, which penalize heat network violations. 

min
∑

n∈NH

[

πH
n

(
PH

n − P̂
H
n

)
+

ρ
2

(
PH

n − P̂
H
n

)2
]

(83)  

4.4.2. Heat network constraints 
Heat networks consist of supply and return networks. Hydraulic and 

thermal optimizations are performed to calculate the mass flows and 
temperatures of pipes and nodes. In this model, it was assumed that the 
temperature of generator supply nodes and load return nodes are 
defined, as well as the heat power at all nodes, except the slack node. 

4.4.2.1. Hydraulic model. Constraints (84) and (85) define the conser
vation of mass and pressure drop. Constraints (86)–(88) define the 
pressure and mass flow limits of pipelines and loads/generators [7]. The 
value of ki,j is calculated as in [14]. To relax the problem, the heat di
rection flow was initialized for each hour based on the algorithm 
developed in [9] and remained static for the rest of the iterations. 

A.m = mq (84)  

pH
i − pH

j = ki,j.mj,i.
⃒
⃒mj,i

⃒
⃒, ∀(i, j) ∈ BH (85)  

PH
i ≤ PH

i ≤ pH
i ,∀i ∈ NH (86)  

mi,j ≤ m
i,j
≤ mi,j,∀(i, j) ∈ BH (87)  

mqi ≤ mq
i
≤ mqi, ∀i ∈ NH (88)  

4.4.2.2. Thermal model. The equations which relate to mass flow rate 
and temperature are the heat power equations, the temperature drop 
equations and conservation of energy. The heat power is defined by 
constraint (89) and the temperature limits of supply and outlet nodes are 
defined by constraints (90) and (91). The temperature drop equation, 
relating the temperature in the two ends of the pipe, is defined in 
constraint (92) and the temperature limits of pipelines are defined by 
constraints (93) and (94). The conservation of energy is presented in 
(95). 

P̂
H
i = CP.mqi.

(
θS

i − θOt
i

)
,∀i ∈ NH (89)  

θS
i ≤ θS

i ≤ θS
i ,∀i ∈ NH (90)  

θOt
i ≤ θOt

i ≤ θOt
i ,∀i ∈ NH (91)  

θEnd
i,j = (θStart

i,j − θAmb)e
h.L

CP.mi,j + θAmb, ∀(i, j) ∈ BH (92)  

θi,j ≤ θEnd
i,j ≤ θi,j, ∀(i, j) ∈ BH (93)  

θi,j ≤ θStart
i,j ≤ θi,j, ∀(i, j) ∈ BH (94)  

∑

j

(
θIn

j .m
In
j

)
= θOut

j .
∑

j

(
mOut

j

)
, ∀j ∈ NH (95)  

5. Test case 

The proposed multi-energy and network-secure bidding strategy is 
evaluated using the microgrid from the University of Manchester [40], 
due to the unavailability of a suitable test case in the Iberian peninsula. 
The microgrid is characterized by electricity, gas, and heat networks, as 
illustrated in Fig. 3. 

5.1. Network data 

The data of the electricity, gas, and heat networks was sourced from 
[40]. This data includes the parameters of the networks, as well as the 
inflexible load profiles (electricity, gas, and heat) of the buildings. 
Regarding the electricity network, the bounds of the voltages were fixed 
at 0.9 and 1.1p.u., and the voltage in the slack bus 0 was fixed at 1p.u. 
Concerning the heat network, the mass flow limit was set at 40 kg/s, the 
supply temperature of generators was defined as 85 ◦C, the outlet tem
perature of each load was set at 70 ◦C and the ambient temperature of 
the ground was defined as 7 ◦C. At last, the limit of the gas network’s 
pressure was set to 2 bar. 

5.2. DMER data 

The DMERs can be connected to the electricity, gas, and heat net
works. The DMERs connected to the electricity network are PV systems, 
ESSs, HPs, and CHPs. The CHPs are also connected to the gas and heat 
networks. The district heating flexible loads are connected to the heat 
network. 

The PV systems are connected to the electricity nodes 14, 19 and 20 
and buildings 3, 7, 12, 14, 24 and 34. The peak power of the PV systems 
ranges from 750 to 1500 kW. Real PV profiles were used in the simu
lations performed. 
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The ESSs are connected to the electricity nodes 5, 9, 15, 18 and 20 
and buildings 4, 8, 11, 12, 14, 19, 24, 31, 33 and 34. The parameters of 
the ESSs are 250 kWh of capacity, 0.9 of efficiency, and 100 kW of 
maximum power for charging and discharging. 

The HPs are connected to the electricity nodes 2, 5, 15, 19 and 20 and 
buildings 8, 11, 22, 34 and 39. Its parameters are 3.45 of COP, and 750 
kW of maximum electric power. 

The CHPs are connected to the electricity nodes 6 and 12, gas nodes 
0 and 14 and heat nodes 26 and 27. The parameters of the CHPs are 10 
MW of maximum gas power, 0.35 of electricity efficiency, 0.45 of heat 
efficiency, and 1/3 of ramp rate μCHP. 

The district heating flexible loads are connected to the heat nodes 2, 
5 and 22 and buildings 2, 13, 15, 25 and 32. The only parameter of the 
district heating flexible loads is 750 kW of maximum heating power. 

The buildings connected to the HPs and district heating flexible loads 
are characterized by β of 0.97 and R of 0.081 ◦C/kWh. The comfort 
range of the users was set to [19,23] oC between 7 h and 18 h, and 
[16,26] oC for the rest of the day. Real outdoor temperature profiles 
were used in the simulations performed. 

5.3. Market data 

The electricity market data includes forecasts of energy price, sec
ondary reserve price, upward and downward tertiary reserve prices, 
ratios of upward and downward mobilizations, as illustrated in Fig. 4. 
This information was sourced from references [41,42]. 

The gas market data includes forecasts of gas price (22.96 €/MWh) 
and gas imbalance prices (22.26€/MWh for both directions) [43]. The 
carbon market includes the price of CO2 emission allowances (25 
€/tCO2), the free allowances (2.8 tCO2), and the conversion factor (0.2 
tCO2/MWh). 

6. Results 

In this section, we discuss and compare the results computed by three 
different bidding strategies. The bidding strategies are the following:  

• Multi-energy and network-free (M− NF) strategy: under this strategy, 
an aggregator manages DMERs and computes bids without consid
ering the constraints of the energy networks;  

• Single-energy and network-free (S-NF) strategy: under this strategy, 
an aggregator only manages single energy-vector resources and 
computes bids without considering the constraints of the energy 
networks. This strategy was evaluated using two aggregators, one 
with only electricity resources, and another with only gas resources;  

• Multi-energy and network-secure (M− NS) strategy: under this fully 
integrated approach, an aggregator manages DMERs and computes 
network-secure bids. 

In subsection 6.1, the performance of the mentioned bidding stra
tegies is compared and discussed, whereas in subsection 6.2, two sen
sibility studies are performed using the M− NF strategy. 

6.1. Performance analysis of the bidding strategies 

This section discusses the results obtained for each strategy focusing 
on the placement of aggregator’s bids (6.1.1), the disaggregated band 
bids deployed per resource (6.1.2), the impacts of the multi-energy bids 
in the energy networks (6.1.3), the economic performance (6.1.4), the 
CO2 emissions (6.1.5) and finally, the computational performance 
(6.1.6). 

6.1.1. Optimized multi-energy bids 
Fig. 5 presents the electricity (energy and secondary reserve band), 

Fig. 3. Electricity, heat and gas networks of the study case [40].  
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gas, and CO2 allowance bids submitted by the aggregator(s) to the day- 
ahead markets, under the M− NF, S-NF, and M− NS strategies. It is 
important to note that gas and CO2 bids are presented in the market as 
daily bids and not hourly bids. The hourly disaggregation presented is 
only for analysis purposes. 

The three bidding strategies present similar placement behaviors in 
the day-ahead energy market (electricity). Demand (positive values) and 
supply (negative values) bids are mainly influenced by PV production, 
prices, and heat requirements. The aggregator places most of the supply 
bids during the period of forecasted PV generation (i.e., during day-light 
time). Under M− NF and S-NF strategies, the aggregator placed a high 
quantity of demand bids at 3 h to benefit from lower prices to heat the 
buildings. 

The three bidding strategies also present some placement similarities 
in the day-ahead gas market. The gas bids are mainly influenced by 
prices and heat requirements. Most of the gas was bought to supply the 
CHPs, which generate heat to satisfy heat load requirements of the 
prosumers connected to the heat network. The heat load requirements 
are stricter between 7 h and 18 h, which leads the aggregator to buy 
more gas in the market. During this period, the bids end up following the 
electricity energy prices as it can profit from the injection of electricity 
from the CHPs and higher prices. From 0 h to 5 h and from 21 h forward, 
the gas bids do not change much, which can suggest that at these hours, 
the aggregator is only fulfilling gas loads and heat load requirements 
expected from the CHPs. As the CO2 allowances bids are directly related 

to the CHP production, their behavior is very similar to the gas bids. 
M− NF and S-NF strategies presented more electricity and gas bids to 

the day-ahead markets than the M− NS strategy. The electricity bids 
include energy and secondary reserve bids in both downward and up
ward directions. The difference of bids indicates that M− NF and S-NF 
strategies may have encountered scenarios with a large injection of 
electricity (from PV and CHPs) which caused violations of the electricity 
network constraints. To mitigate this problem, the M− NS strategy 
reduced the quantities of the electricity and gas bids. 

In addition, M− NF and S-NF strategies present very different 
placements of secondary reserve bids in both upward and downward 
directions. This is related to the fact that the M− NF strategy has more 
sources of flexibility, which allows it to offer higher upward and 
downward bids. 

6.1.2. Disaggregation of the aggregator’s bids per DMER 
Fig. 6 presents the disaggregation of electricity and gas bids per 

DMER. Comparing M− NF and S-NF strategies, the energy bids are 
similar for all the DMERs with a small difference of 4.7 MWh for the 
CHPs. The electrical DMERs (HPs, PVs, and ESSs) provided a total of 8.4 
MW and 11.2 MW of upward and downward bands under the M− NF 
strategy. 

In the S-NF strategy, there is a slight decrease in the provision of the 
upward band bid (-0.2 MW) and a great decrease in the provision of 
downward band bid (-7.1 MW) by electricity DMERs. This occurs 
because the electricity aggregator in the S-NF strategy must comply with 
constraint (19) and can only use electricity DMERs. This way, the 
aggregator is still able to maximize the provision of upward band by 
electricity DMERs, but it highly decreases its capability in providing 
downward band. In relation to gas DMERs, under the S-NF strategy, it is 
possible to observe a decrease in the CHPs capacity of providing upward 
band bid (-4.9 MW) as they are constrained by constraint (19) and 
prosumers’ constraints. These results allow concluding that a mix of 
electric and gas DMERs can optimize the capability of each resource in 
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Table 1 
Voltage results for the electricity network.    

Energy 
scenario 

Upward 
scenario 

Downward 
scenario 

Number violations M¡NF 6 11 1  
S-NF 6 8 3  
M¡NS 0 0 0 

Maximum voltage 
(p.u.) 

M¡NF 1.112 1.125 1.101  

S-NF 1.118 1.126 1.118  
M¡NS 1.099 1.100 1.099  
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offering reserve band bids. 
Comparing M− NF and M− NS strategies, the consumption and sup

ply of electricity are similar for all DMERs except for CHPs, which had an 
increase in electricity supply (+4.1 MW). The HPs had an increase in 
downward band while the PVs had a decrease. The ESSs had a similar 
provision of upward band and the CHPs decreased it. In the overall, the 
M− NS strategy provided the lowest reserve band to counteract the 
network problems encountered under the M− NF strategy. 

6.1.3. Multi-energy networks 
In this section, we evaluate the feasibility of the aggregator’s offers in 

the electricity, gas, and heat networks. Regarding the electricity 
network, the voltage results for each strategy are presented in Table 1 
and Fig. 7. We can observe that M− NF and S-NF strategies generated 
overvoltage problems, which surpassed the limit of 1.1. The maximum 
values of 1.125 and 1.126p.u were observed under the M− NF and S-NF 
strategies for the upward activation scenario. On the contrary, the 
M− NS strategy did not encounter any voltage problem. It remained at 
the upper voltage limit. This proves that the M− NS strategy computes 
network-secure bids from the electricity network perspective. 

The district heating results are presented in Table 2 and Fig. 8. We 
can observe that violations of the mass flow occurred in the NF strate
gies, especially in the upward scenario. Contrarily, the M− NS strategy 
was able to calculate bids without any network violation. In Fig. 8, we 

can observe that the mass flows were almost at their limits but never 
surpassing them. On the other hand, under the M− NF strategy, the mass 
flows violated the limits of the heat network between 6 h and 9 h. 

When calculating the bids of the M− NF strategy, the heat losses were 
not considered as it was assumed that the CHP generation had to be 
equal to the heat consumption from the district heating. This way, the 
actual heat to be produced by CHPs will be higher than the one calcu
lated, which will incur in higher costs. For example, in the M− NF 
strategy, the total heat load is 41.2 MW for the entire day. The necessary 
generation to fulfill this load is 42.6 MW, which represents an increase of 
1.4 MW (4%). Thus, part of the energy to be bought or sold was not duly 
distributed and optimized. This problem does not occur in the M− NS 
strategy, adding another advantage to it. 

In relation to the gas network, no violations were observed under any 
bidding strategy. Nonetheless, if any problem had occurred under the NF 
strategies, the M− NS strategy would have avoided the problem. 

6.1.4. Economic performance 
Table 3 presents the cumulative costs obtained for the three bidding 

strategies. Positive values represent costs and negative values represent 
income. The costs of the S-NF strategy are the sum of the costs of 
aggregators 1 and 2. The results in Table 3 show that the M− NF strategy 
produced the most profitable outcome, followed by M− NS and S-NF 
strategies. The M− NF strategy outperformed the S-NF strategy with 89% 
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Table 2 
Mass flow results for the district heating network.    

Energy scenario Upward scenario Downward scenario 

Number violations M¡NF 2 4 1  
S-NF 2 8 2  
M¡NS 0 0 0 

Maximum mass flow (kg/s) M¡NF 42.8 42.8 42.16  
S-NF 45.9 45.9 45.9  
M¡NS 30.6 36.1 30.6  
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lower costs, which allows us to conclude that a multi-energy aggregator 
exploits better the flexibility of DMERs than single-energy aggregators. 
Comparing the results of M− NF and M− NS strategies, we conclude that 
the M− NF strategy is more profitable since it is not limited by the 
constraints of the electricity, gas, and heat networks, which prevents the 
aggregator from using the maximum flexibility of the DMERs. 

The M− NF strategy may produce bidding solutions with lower costs. 
However, these solutions may be network-infeasible, as described in 
section 6.1.3. These network infeasibilities will end up significantly 
increasing the costs of the aggregator in real-time since he will not be 
able to deliver the services traded in the day-ahead markets, due to 
network violations. 

6.1.5. Carbon allowances 
Table 4 presents the CO2 allowances bought by the aggregator due to 

the electricity and heat generated by CHPs. The results show that the 
M− NF strategy produces the lowest total of CO2 allowances, followed 
by M− NS and S-NF strategies. Moreover, the free allowances were not 
sufficient to fulfill the needs and only covered 30.9% to 35.6% of the 
total needs. 

6.1.6. Computational performance 
The optimization sub-problems of the bidding strategies were 

implemented in Python 3.7 and solved in an Intel® Core™ i5.8265U 
CPU @ at 1.6 GHz with 8 GB RAM. The aggregator sub-problem is a 
mixed-integer quadratic program and was solved by the IBM CPLEX 
v12.9.0 optimizer. The sub-problem of each DSO is a non-linear program 
and was solved by the IPOPT v3.11.1 optimizer. 

Table 5 presents the execution times and the sizes of the bidding 
optimization problems, divided by sub-problems. The DSOs’ sub- 
problems result from the decomposition of the multi-temporal and 
multi-scenario problems into smaller sub-problems, as described in 
section 4.1. The total size of the M− NS results from the sum of the 
aggregator sub-problem to all DSOs’ sub-problems, representing the 
equivalent size of the centralized problem. The total time is the execu
tion time of the ADMM. 

The optimization bidding times of the M− NF and S-NF strategies 
were 0.58 s and 0.51 s (max (0.51, 0.35)), respectively. In relation to the 
M− NS strategy, if we run in parallel and do not consider the commu
nication times between the aggregator, DSOs and the independent 
platform, an iteration can be run in 1.52 s (0.51 + max (0.05, 0.1, 1.01)). 
Considering that the ADMM algorithm runs in 157 iterations, it would 
take 239 s to run the M− NS strategy. It is possible to conclude that the 
M− NF and S-NF strategies were faster than the M− NS strategy. None
theless, any of the three strategies present suitable execution times for 
the timelines of the electricity, gas, and carbon markets. 

6.1.6.1. Convergence of the ADMM under the M− NS strategy. The liter
ature has been proving that the ADMM is globally convergent for convex 
problems [37]. Nonetheless, recent works [22,44] also show that the 
ADMM converges for many non-convex problems, as demonstrated here 
by Fig. 9. Both primal and dual residuals converged to the stop criteria at 
iteration 157. The absolute tolerance ∊Abs was set to 0.0001 which cor
responds to a stop criterion of 0.007 kW in the case of the primal re
sidual. After iteration 157, it was decided to run the ADMM until 
iteration 250 in order to check the variation of the aggregator’s cost. We 
observed almost no variation of the aggregator’s cost after iteration 157 
(0.06% variation), which demonstrates that the ADMM converged to a 
stationary solution. 

The choice of the absolute tolerance ∊Abs impacts the convergence of 
the ADMM, as illustrated in Fig. 10. We can observe that the number of 
iterations increases linearly with the reduction of the absolute toler
ances, which impacts similarly the computational times. It is worth 
mentioning here that the computational time is quite fast even for the 
most conservative absolute tolerance of 0.0001. 

6.1.6.2. Centralized versus distributed formulation for the M− NS strategy. 
The centralized formulation of the M− NS strategy assumes the form of a 
mixed-integer non-linear problem. As reported in Table 5, this problem 
has 103 979 variables and 257 617 constraints. Solving such a large- 
scale mixed-integer non-linear problem in a reasonable time was not 
possible using state-of-the-art solvers on a computer with 8 GB RAM. To 
solve this optimization problem in a reasonable time, it would be 
necessary to set a time limit and the mixed-integer non-linear solvers 
would only compute a sub-optimal solution, when possible. The appli
cation of the ADMM made it possible to solve the problem in reasonable 
computational times. In addition to this computational advantage, the 
ADMM allows the aggregator and DSOs to preserve their data privacy 
and ensure a clear separation of their roles by solving the problem in a 
distributed manner. 

6.2. Sensibility studies 

In this section, two sensibility studies are presented related to the 
economic value of the CHPs’ ramp-rate (6.2.1) and the CO2 emissions 
price (6.2.2), considering the M− NF strategy. 

6.2.1. Economic value of the CHPs’ ramp rate 
As previously stated, the CHPs have a slow ramp-rate (100% of its 

capacity per minute) compared to the other DMERs, such as PVs, HPs, 
and ESSs, which can deploy their full capacity in a few seconds. This 
affects the participation in secondary reserve markets because energy 
resources must fully deliver the service in 30 s. According to the market 
rules, there is a range between 0 and 30 s for the aggregator to respond 
to the automatic generation control (AGC) signal used to activate sec
ondary reserve. However, there is a trade-off between a fast response 
and the maximum power of the CHPs. A fast response reduces the 
maximum power of the CHPs. Therefore, the aggregator must select the 
most suitable response time for the CHPs. In this section, we discuss the 
impact of the response time on the costs of the aggregator. 

Table 6 presents the aggregator’s costs when deciding to participate 

Table 4 
CO2 allowances of each strategy.   

M− NF S-NF M− NS 

Electricity (tCO2)  6.1  7.1  6.4 
Heat (tCO2)  7.9  9.1  8.3 
Free allowances (tCO2)  2.8  2.8  2.8 
Total (tCO2)  11.2  13.3  11.9  

Table 5 
Size and execution time of the bidding optimization strategies.  

Strategy Sub-problems N◦ of variables N◦ of constraints Time (s) 

M− NF Aggregator 40 619 64 633 0.58 
S-NF Aggregator 1 37 163 56 401 0.51  

Aggregator 2 30 313 33 097 0.35 
M− NS Aggregator 40 619 64 585 0.51  

Electricity DSO 10 848 20 496 0.05  
Gas DSO 14 064 31 488 0.10  
Heat DSO 38 448 141 048 1.01  
Total 103 979 257 617 239  

Table 3 
Costs of each strategy.   

M− NF S-NF M− NS 

Electricity – energy (€) − 1 583 − 1 883 − 1 660 
Gas - energy (€) 2 290 2 492 2 351 
Electricity – secondary reserve (€) − 1 014 − 824 − 902 
Carbon (€) 322 356 332 
Total (€) 14 142 112  
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in the day-ahead markets with different response times for the CHPs. 
The results show that slower response times produce lower costs as the 
maximum power of the CHPs increases. Comparing the cases with 
response times of 20 s and 5 s, the costs can be 87% lower. Nonetheless, 
when the response time is equal or higher than 20 s, there are no eco
nomic benefits. This way, it is important that the aggregator analyses the 
best response time to adopt in its bidding strategy to follow the AGC 
signal when there are resources that present a slower response than 
others, as is the case of CHPs. Furthermore, the response time not only 
affects the participation in the secondary reserve market but also the 
participation in the energy (electricity), gas, and carbon markets, as well 
as the strategy of the aggregator. 

6.2.2. Impact of the carbon price in the aggregator performance 
The results of Table 7 show that increasing the CO2 price rises the 

aggregator’s costs. If we compare a CO2 price of 0€/tCO2 to 25€/tCO2 
(used in the previous sections), we can observe that the net cost in
creases from − 308€ to 14€, representing a 105% rise. On the other hand, 
the increase of the CO2 price did not have the same impact on the energy 
and band bids, as shown in Fig. 11. The energy bids of the CHPs 
decreased from − 30.8 MW to − 30.6 MW. The upward bids remained the 
same for both cases with 14.3 MW, and the downward bids decreased 
from 0.3 MW to 0.1 MW. Therefore, CO2 prices have a significant impact 
on the aggregator’s costs, but they do not significantly impact the 
operation of the CHPs. 

To have a significant impact on the bidding behavior of the CHPs and 
respective CO2 emissions, the price would have to increase to more than 
200€/tCO2. This is possible to observe in Fig. 11, as CHPs’ upward band 
decreased from 14.2 MW to 0 MW. This decrease not only significantly 
impacts the aggregators’ total upward bids (63%), but also the down
ward bids (63% as well), as they must comply with constraint (19). The 
energy bids of the CHPs were not so affected, as they must satisfy the 
minimum requirements of the district heating loads. 

From another point of view, it is also possible to conclude that carbon 
markets may have a negative impact on the provision of secondary 
reserve since the band bids offered by the aggregator decreased with 
higher prices. This only occurs if the DMERs used for providing these 
reserves are affected by the carbon market. Nonetheless, the increase of 
the CO2 prices rises the operating costs of the CHPs, which may incen
tivize the adoption of only electricity resources by the aggregator. 

7. Conclusions 

This paper presents a network-secure bidding strategy for multi- 
energy aggregators to participate in day-ahead electricity (energy and 
reserves), gas and carbon markets. Using a distributed approach based 
on the ADMM algorithm, the aggregator negotiates with the electricity, 
gas and heat distribution system operators to compute network-secure 
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Table 6 
Aggregator’s costs for different response times of the CHPs.  

Response time of 
the CHP (s) 

5 s 10 s 15 s 20 s 25 s 30 s 

CHPs maximum 
power (kW) 

833 1667 2500 3333 4167 5000 

Electricity – energy 
(€) 

− 1584 − 1577 − 1600 − 1583 − 1583 − 1583 

Gas - energy (€) 2238 2263 2304 2290 2290 2290 
Electricity – 

secondary 
reserve (€) 

857 943 1008 1014 1014 1014 

Carbon (€) 312 317 324 322 322 322 
Total (€) 109 60 20 14 14 14  

Table 7 
Aggregator costs considering different CO2 prices.  

Price of CO2 (€/tCO2) 0 25 100 200 300 400 500 

Total cost (€) − 308 14 976 2245 3402 4510 5619  
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and multi-energy bids. This approach allows aggregators to preserve 
their data privacy. 

The proposed bidding strategy was benchmarked against two other 
strategies. The numerical results of these comparisons yielded three 
main findings. The first one shows that the proposed strategy counter
acts all the operating problems of the electricity, heat and gas networks 
and provides network-secure bids. This avoids the situation of signifi
cantly increasing aggregator’s costs in real-time as he would not be able 
to deliver the services offered in the day-ahead markets due to network 
violations. The second finding revealed that the aggregator’s costs of 
trading energy, gas and carbon allowances can decrease up to 89% when 
considering a strategy that jointly optimizes multi-energy systems. 
Finally, the third one confirmed that the execution time of this strategy 
is well suited for the timelines of the electricity, gas, and carbon markets. 

In addition, two sensibility studies were also performed. In the first 
one, the economic impact of the combined heat and power resources’ 
response time to the automatic generation control signal was evaluated. 
We found that the aggregator’s costs may decrease up to 87% when 
considering slower response times. In the second study, the impact of 
carbon prices on the economic performance of the aggregator was 
assessed. We found that the costs of the aggregator increase with the 
increase of the carbon prices, but the bids only begin to change signif
icantly when prices rise above 200€/tCO2. 

Future work consists of studying the impact of uncertainty in the 
network-secure bidding problem. Modelling uncertainty through sto
chastic optimization may reduce the settlement cost of the multi-energy 
aggregator (by 2–3% in [21]), but it may also increase the execution 
time beyond suitable values. We also expect to extend the DSO sub- 
problems to consider the minimization of their operating costs (e.g., 
network losses). Moreover, it is expected the demonstration of the 
proposed approach in a real-world setting, under the scope of the 
ATTEST project. 
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